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Whois

Alexander Sternfeld

• Associate researcher
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• Former intern
 @ Cyber-defence Campus, armasuisse

• Data science graduate

 @ EPFL
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What is this talk about?
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• For rapidly developing technologies, technology forecasting through 
expert opinions becomes difficult

• We developed the agentic AI framework PromptSight that supports 
early-stage exploration of emerging technologies

• Saluting Face: how a defence-specific variant of Huggingface could 
aid defence partners in leveraging AI



Today
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• Technology forecasting
o Technology forecasting and machine learning

oPromptSight: how does it work?

oResults

o Limitations

o Future directions

• Saluting Face: Huggingface for Cyber-defence applications
oWhy develop such a platform?

oNext steps

• Demo of PromptSight and Q&A



Technology forecasting and ML - 1
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• We focus on fast-moving 
technologies (e.g. LLMs)
→ difficult to execute traditional 
forecasting methods such as 
Delphi analysis

• Large quantities of rapidly 
evolving information further 
complicate expert-based reviews



Technology forecasting and ML – 2
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• Recent research aims at processing this information with ML and NLP 



Our past work in this domain
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• Development of triple extraction method 
from scientific papers and patents

      → network of semantic entities

• Leverage this network for insights in 
emerging and converging technologies



This is nice, but…

June 20, 2025 Alexander Sternfeld 8

• Such methods are computationally 
expensive and not readily available
→ need to process a large amount 
of data 

• What if we are in early stages of 
exploration and want to get an 
initial idea of the field?



LLM usage is under-explored
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• The performance of LLMs is highly dependent on the 
prompting strategy

• We found that directly prompting a LLM results in a forecast 
lacking depth and breadth

→ Contribution: we provide an agentic AI framework for 
technology forecasting 



PromptSight
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• Prompts are split into subquestions, then bottlenecks and unlocking technologies 
are identified

• The final output is a comprehensive technology overview



Example – splitting into sub-prompts
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• Prompt: 

What will be the three most important and impactful technologies in the field of 
satellite communication over the next five years?

• Split into sub-prompts:
o You are doing a technology forecasting research project. Your task is to identify current trends 

and developments in the field of satellite communication, and provide an overview of the 
most important technologies that are currently being used.

o You … task is to research and analyze emerging technologies in the field of satellite 
communication, and provide a list of new technologies that are being developed and have the 
potential to be impactful in the next five years.

o You … task is to evaluate and rank the potential impact of different technologies in the field of 
satellite communication over the next five years, and identify the top three most important 
and impactful technologies that will shape the future of the field



Example – bottlenecks 
and unlocking technologies
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• Several examples:
o LEO constellations: Interference and congestion → satellite traffic 

management systems

oHigh-Throughput satellites: High production costs → Modular and 3D-printed 
Satellite manufacturing technologies

o5G and 6G integration: Latency and synchronization → Low-Latency Satellite 
Communication Protocols

o5G and 6G integration: Security and authentication → Quantum-Resistant 
Encryption



Final conclusion
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• Enhances the intermediate conclusion with the bottlenecks and 
unlocking technologies

• More elaborate, comprehensive and specific



But do we improve upon
existing methods?
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• We made two comparisons

oCompare to baseline LLM → in paper accepted at EEKE `25

oCompare to an existing Delphi method 



Comparison to traditional baseline - 0
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• For a proper validation we need to compare to a traditional forecasting method



Comparison to traditional baseline - 1
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• Forecast on AI in healthcare:
oDelphi: Improved diagnostic accuracy, enhanced patient care and access, 

operational efficiency, educational advancements, ethical and data 
governance challenges

o LLM insights not in Delphi: higher focus on computer vision and patient 
engagement and support

• Similar findings for AI in journalism / photography



Limitations and going further
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• Hallucinations and climate effects
• Hallucination is an inevitable risk, however, we did not see any signs of it in 

our experiments.

• Each run is computationally expensive, but the framework is meant for 
high-quality forecasts, not mass deployment

• Retrieval-augmented generation and semantic triples
• We can improve our framework by incorporating RAG through a knowledge 

base, such as the semantic triple graph we developed.

• Through this added knowledge, forecasts can become more specific and 
inform the user on the time and location of new emerging technologies



Saluting Face: a model-sharing and benchmarking 
platform for cyber-defence applications
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Use cases of generative AI in defence

• With the increasing power of generative AI and general ML methods, 
there is a rise in interest in potential use cases for defence applications

• Examples of such use cases are: threat detection, secure
communication, training scenario generation, logistics optimization
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Project Maven Logistics and ML Secure multilingual communication



What is Huggingface?
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• Leading open-source platform for AI models

• Contains thousands of pre-trained models, datasets and 
benchmarks

• Development of tools for training, inference and deployment of 
models (transformers)



Saluting Face: a defence-specific model 
sharing platform
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• Why set up such a platform?
o  Share models and datasets among defence partners

o  Develop benchmarks for defence-specific tasks

o  Foster multinational collaboration

o  Track the usage of various models and datasets

•  Why not simply use Huggingface?
o  Defense applications have an inherent adversarial context
→ The platform has to be secure and controlled
→ Governance of such a platform should not be with a corporate



Risk profile
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Adversarial misuse

→ White- or black-box

Data sensitivity

Data or model leakage

Regularatory differences



Next steps
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• Contact defense partners and potential stakeholders
o SAF (Swiss Armed Forces), Stab Kdo Cy, AStab, Kdo Op, Swiss Innovation Forces

• Identify high-value use-cases
o Ideally low-risk and high-benefit applications

• Map data availability and data sharing options

• Develop risk mitigation strategies



Demo of PromptSight
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Gen Learning Center: 
https://tinyurl.com/hevs-gen-learning

LinkedIn:  []/in/alexander-sternfeld
Mail:  alexander.sternfeld@hevs.ch

Cyber-defence campus: 
https://www.cydcampus.admin.ch/en

Connect with us

https://tinyurl.com/hevs-gen-learning
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