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Generative AI is the fourth wave
of the computing revolution
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AI is Changing the World 3

N
C

C
R

 s
A

Ie
nc

e

Significant and accelerating 
improvements in AI capabilities

Increasing adoption of AI

Impact today: 

▪ economy: 
∼36% of occupations using 

AI in substantial way 

▪ education: 
majority of students use AI



But is it for the better? 4

Undemocratic

Models developed by private 
companies behind closed doors

Untrustworthy

Flawed systems deployed with little 
transparency of shortcomings

Unprepared

Societal institutions not adapted to 
acceleration of AI deployment
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Who gets to decide the future? 5

Growing 
Conflict
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Sovereign AI 6

AI systems that are developed, deployed, and 
governed by trusted national institutions, 
minimizing reliance on foreign entities.
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Swiss Sovereign AI Research

Sovereign AIScience of AI

sAIence

▪ a sovereign AI 
ecosystem for 
Switzerland that is 
open, trustworthy, 
and safe to deploy 
in society

▪ Foundational 
scientific 
advances  
in AI

▪ collaboration across technical and societal disciplines 

▪
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▪ Context: 
▪ AI has unprecedented speed and depth of societal impact 
▪ 2/3rds of world population left out (+ ) by leading AI models 

focusing on English and Chinese 
▪ Lack of cultural and democratic representation 
▪ Risks not well understood due science lagging behind 

commercial providers 

▪ Unique and timely opportunity 
▪ worlds largest public  

AI supercomputer, Sept 2024 
(~11K GH200 GPUs) 

▪ world-class talented  researchers 
Swiss AI Initiative: 
80+ research groups, 1000+ researchers,  
12+ institutions 
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Case Study: The Swiss AI Initiative LLM

▪ First release of new open-data open-weights 8B and 70B LLM  
planned in July 2025 
▪ fully transparent and compliant training data (CH,EU law) 
▪ multilingual >1000 languages

▪ Highlights: 
▪ architecture & recipe innovations 
▪ rigorous data compliance & ethics 
▪ improved data quality



Training New 8B and 70B Parameter LLMs

Pretraining LLMs of varying sizes (in particular 8/70B!) concurrently 
across 4000 GPUs with engineering and scientific innovations in 

architectures, training recipes, data curation and evaluation.

70B

! Live Training Loss

Efficiency Scale Engineering

and still training!
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Our multilingual datasets cover 15T tokens 
in almost 2000 languages and scripts and 

comply with training opt-outs.

Data: Breaking Barriers with Multilingual Data
Multilingual Open Fair

11

FineWeb2-HQ}



Our multilingual datasets cover 15T tokens 
in almost 2000 languages and scripts and 

comply with training opt-outs.

Data: Breaking Barriers with Multilingual Data
Multilingual Open Fair

11

FineWeb2-HQ}English
Non-

english



12

M
ac

hi
ne

 L
ea

rn
in

g 
&

 O
pt

im
iz

at
io

n 
La

bo
ra

to
ry

Ethical Training Data / Compliance

▪Web crawling 
▪ Robots.txt : of today or at crawl time? 

▪ Compliance Gap 
(downstream performance) 
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Multilingual Data Curation

▪ FineWeb2   (>1000 langs) 

▪ FineWeb2-HQ    (classifier based filtering by instruct similarity)
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Mitigating the Curse of Multilinguality

▪ Quality filtering helps 
to turn a curse to a benefit 

▪ 1B model, seen equal tokens  
in the target language

119B

119B

119B 119B 119B 119Bmulti-lingual

mono-lingual

training data filtered original

1.83 3.11

2.06 3.00

average rank 
benchmark (french)

french chinese german arabic danish

french



OPTIMIZER

AdEMAMix

ARCHITECTURE
xIELU 

Activation + 
QK-Norm

LR 
SCHEDULE

WSD
For Continual 

Training

We leverage our expertise and ongoing 
research from machine learning, optimization 
and deep learning architectures to 
find stronger models and more efficient 
training recipes (and test them at scale!).

Not Just Llama: Model 
and Training 
Innovations

more soon (FP8, MoEs, Distillation, …)+ Goldfish Loss
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Optimizers comparison 16
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Constant LR & Cheap Scaling Laws  17

▪ constant learning rate for LLM training 
▪ followed by cooldown
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▪ cost of 
scaling law



Optimal
DP, TP, PP Size

Continuous effort together with CSCS has 
allowed the large-scale deployment.

Not Just ML: Low-level 
software optimizations!

LIVE

Optimized 
Megatron 

Framework

Optimal Batch 
Size

Custom CUDA 
Kernels

Compute and 
Communication 

Overlap

Node 
Interconnect

Efficient 
Backend

…

High-
Performance 
File System

LIVE
18



Ongoing Evaluation

Language UnderstandingMassive Multitask Multilingual

Good English Performance; Great Multilingual Capabilities 
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