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Problem Statement
• Semantic text tagging

• Extreme multi-label classification and completion
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Semantic Text Tagging
The task of assigning predefined labels (tags) to an entire document
or paragraph based on its content.
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Semantic Text Tagging

• Improves computer understanding of document content

• Enhances search and discovery 

• Helps data integration

• Facilitates the creation of structured representations of 
knowledge
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Extreme Multi-Label Classification

• Semantic Text Tagging is often approached as an Extreme 
Multi-Label Classification (XMLC) problem.

• Multi-label classification: assigning multiple labels to a single 
input.

• Extreme multi-label classification: extremely large label space 
(1000s – 100,000s).
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Explain complexity. 
Need for structure



Extreme Multi-Label Classification

• Large label spaces call for large Metric/Space/Structure 
assumption
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One versus All
Doesn’t scale

Two popular approaches

Clustering Tree [3] Label embedding  [2]



Hierarchy of Labels

Labels are often hierarchically
organized (taxonomy, ontology).

Provide free structural information

• Wikipedia categories

• OpenAlex – scientific concepts

• MeSH – medical subjects

• EuroVoc – EU legislation
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Our Objective : 
Extreme Multi-Label Completion
• Sub-problem of XMLC: data instances are partially labelled 

• Task: complete the annotation
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• Hierarchically organized 
labels:
• General (high-level) labels 

are provided

• Specific labels are missing

• Refinement task



Problem Statement

Given a document in natural language 

tagged with general labels and a 

taxonomy of labels, predict specific 

labels for this document.
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Our Approach

• Label completion as a Seq2Seq task
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The main idea:
XMLC as a Seq2Seq Task

• Text has a natural sequence structure

• But what about labels ?
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Labels



The main idea:
Classification as a Seq2Seq Task

Converting label set into sequence(s):

• Leverage label taxonomy

• Set of labels → set of paths in a 
taxonomy

• Each path does form a sequences and 
can be used in a Seq2Seq model
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What is good at Seq2Seq ? 
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💡

Transformers! 



Transformers for XMLC
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Consider labels as a target sequence.

✅ Encoder-decoder cross-attention: label 
representation w.r.t. tokens from input document.

✅ Decoder self-attention: contextualized label 
representation.

🎁 Encoder self-attention: contextualized word 
representation (useful for GloVe embeddings).

Problem: labels are organized in sets and do not 
form a sequence.



Approach: Summary

HECTOR – Hierarchical Extreme Classifier for Text based on transfORmers.

● Label prediction → path prediction.

● Leverage Seq2Seq architecture – Transformer.

● Transformer encoder-decoder cross-attention highlights the most relevant 
tokens of the input data w.r.t. each label.

● Labels are predicted sequentially, from the most generic (first level of the 
taxonomy) to more specific.
● Labels at top levels are easier to predict. 

● Predicted top labels then serve as an additional signal for predicting labels at deeper levels.
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Experiments and Results
• Experiment design

• Datasets and baselines

• Experimental results
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Experiment Design

• Label refinement task: 

• Initial state: Each document is tagged with a partial set of labels, 

corresponding to top level(s) of taxonomy.

• Goal: predict more specific labels.

• Experiment parameter: level 𝐿, from which the refinement begins.

• Document is tagged with labels of from level 1 to 𝐿 - 1

• XMLC is a special case of label refinement with 𝐿 == 1.
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Datasets

• MAG-CS [3]:
• Dataset: abstracts of papers published at top CS conferences from 1990 to 2020.

• Taxonomy: MAG label taxonomy, CS domain (descendants of Computer Science).

• PubMed [3]:
• Dataset: papers published in 150 top journals in medicine from 2010 to 2020.

• Taxonomy: Medical Subject Headings (MeSH) hierarchically-organized thesaurus.

• EURLex [6]:
• Dataset: English EU legislative documents from the EUR-LEX portal.

• Taxonomy: European Vocabulary (EuroVoc) multidisciplinary thesaurus.
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Baselines

● Extreme multi-label classification models:

o XML-CNN [1]

o AttentionXML [2] 

o MATCH [3]

o XR-Transformer [4] 

● Multi-label completion models: 

o REASSIGN [5]
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Results: Ranking Metrics
Starting with 𝐿 == 2, 

HECTOR outperforms all 

competing methods by a 

large margin.

The advantage increases as 

more initial labels are 

provided.

Performance varies across 

datasets (challenge: wide 

label trees).
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Results: Classification Metrics
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Conclusion
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Conclusion

• Introduce a new paradigm for XMLC where labels are 
predicted as paths in a hierarchical label tree; 

• Explore the potential of the full Transformer model with 
encoder-decoder architecture for XMLC; 

• Present a new model, HECTOR, which is able to capture the 
important portions of text for each label and directly 
leverages a label hierarchy; 

• Demonstrate the effectiveness of our approach for label 
completion through an extensive evaluation on three real-
world XMLC datasets. 
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Thank you!

Follow the Path: Hierarchy-Aware 
Extreme Multi-Label Completion for 

Semantic Text Tagging 

https://exascale.info
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