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• We use NLP techniques to extract topics
and clusters;

• Patent Class
• Patent Landscape Analysis
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• We use SNA to see patents evolutions over time
• We use multi layer map to visualize the patents and their class

over time
• In this way we can see patent evolution dynamics over time
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• We use double layer maps to understand
knowledge diffusion among scientific
disciplines
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• We use SNA to understand topic 
relations
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• We use SNA to see topics and 
institutions relations



• We aim to identify concepts and technologies that will gain 
importance and lose their importance in the short-medium and long-
term on cybersecurity technologies through basic research 
documents conducted in the world. 

• In this context, it will be possible to identify researchers, countries and 
organizations that shape the field, as well as identifying research 
teams on cybersecurity and identifying the leaders of these teams. 

• In our study, the status of cybersecurity research, frequently 
discussed topics, and the social and intellectual structure of 
cybersecurity technologies research will be investigated

PROJECT OBJECTIVES
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• Betweenness centrality is a way of detecting the amount 
of influence a node has over the flow of information in a 
graph. It is often used to find nodes that serve as a bridge 
from one part of a graph to another. The algorithm 
calculates unweighted shortest paths between all pairs of 
nodes in a graph.

• Closeness centrality is a measure of the average shortest 
distance from each vertex to each other vertex. 
Specifically, it is the inverse of the average shortest 
distance between the vertex and all other vertices in the 
network.

METHODS: Bibliometrics, Patent Search 
and Social Network Analysis
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• Authority and hub values are defined in terms of one 
another in a mutual recursion. An authority value is 
computed as the sum of the scaled hub values that point 
to that page. A hub value is the sum of the scaled 
authority values of the pages it points to.

• A structural hole refers to an “empty space” between 
contacts in a person's network. It means that these 
contacts do not interact closely (though they may be 
aware of one another). Actors on either side of the 
structural hole have access to different flows of 
information.

METHODS: Bibliometrics, Patent Search 
and Social Network Analysis
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• In Natural Language Processing (NLP), Latent Dirichlet 
Allocation (LDA) is a generative statistical model that 
explains a set of observations through unobserved 
groups, and each group explains why some parts of the 
data are similar. 

• The LDA is an example of a topic model. In this, 
observations (e.g., words) are collected into documents, 
and each word's presence is attributable to one of the 
document's topics.

METHODS: NLP and LDA

15



METHODS

16



METHODS

17



RESULTS

18

Timeline Analysis >> state estimation. 

Early Rise then Fall  >> internet of things, risk management, and information security 

Rising >> deep learning cluster. along with machine learning, intrusion detection and 
stuxnet
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Synonym Analysis >>  internet and infrastructure (security, challenge, internet 

and communication); behavioral dimension of information technologies 

(information technology, impact, model, and information technology); 

infrastructure and methodological (system algorithm, infiltration detection)
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Active research institutions >> blue institutions, light blue keywords, fields of 

expertise and competence
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Many countries are active in research
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Patent classification codes in the context of the year axis and their mutual 
relations
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• NIST: Identify, Protect, Detect, Respond, Recover



RESULTS
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The image has clustering analysis results. The identity information of each cluster, the cluster size, the sillhouette keyword 
that shows the separation value, and also the publication year information of that cluster is included. The largest cluster 
appears to be modeling decision making. According to the table, it is seen that such a critical density was formed in 2016. 
These analyzes provide us with very important inferences in determining the research focus and the years of critical 
intensity.

ClusterID Size Silhouette Label (LLR) Average Year 

0 32 0.79 modelling decision-making (178.19, 1.0E-4) 2016 

1 30 0.818 vulnerability assessment (165.42, 1.0E-4) 2016 

2 30 0.882 anti-malware behaviour (202.92, 1.0E-4) 2016 

3 30 0.866 smart factory (178.28, 1.0E-4) 2017 

4 27 0.939 exploratory study (204.51, 1.0E-4) 2015 

5 25 0.89 incident response (205.66, 1.0E-4) 2017 

6 25 0.888 cyberattack detection (212.24, 1.0E-4) 2019 

7 24 0.935 using deep learning (676.17, 1.0E-4) 2017 

8 24 0.938 future research (274.99, 1.0E-4) 2015 

9 23 0.99 smart grid (781.72, 1.0E-4) 2016 

10 21 0.921 blockchain technology (344.89, 1.0E-4) 2017 

11 21 0.983 managerial perspective (206, 1.0E-4) 2018 

12 19 0.942 cyber risk (255.14, 1.0E-4) 2017 

13 17 0.933 autonomous vehicle (192.8, 1.0E-4) 2017 

14 14 1 weakests link (257.41, 1.0E-4) 2016 

15 13 0.88 virtual reality environment (186.42, 1.0E-4) 2016 

16 11 0.976 5g network (249.99, 1.0E-4) 2017 

17 11 0.946 data breaches (247.95, 1.0E-4) 2017 

 



RESULTS

27

Identify Protect Detect Respond Recover 

Security Cybersecurity Cybersecurity Cybersecurity Cybersecurity 

Machine Learning Security Machine Learning Machine Learning Security 

Internet of Things Machine Learning Deep Learning Security Machine Learning 

Computer Security Internet of Things Intrusion Detection Cyberattack Computer Security 

Deep Learning Computer Security Anomaly Detection Phishing Covid-19 

Computer Crime Privacy Security Computer Security Smart Grid 

Anomaly Detection Deep Learning Internet of Things Smart Grid Computer Crime 

Artificial Intelligence Intrusion Detection Feature Extraction Information Security Cloud Computing 

Intrusion Detection Computer Crime Malware Feature Extraction Phishing 

Privacy Blockchain Cyberattack Covid-19 Threat Analysis 

Malware Smart Grid Computer Security Anomaly Detection Deep Learning 

Protocols Cyber-Security Computer Crime Deep Learning Internet 

Cloud Computing Artificial Intelligence Artificial Intelligence Internet of Things Feature Extraction 

Feature Extraction Malware Data Models Cloud Computing Data Models 

Smart Grid Cyberattack Cyber-Security Computer Crime Critical Infrastructure 

Standards Internet of Things (IoT) 
Intrusion Detection 
System 

Internet Lawsuit 

Information Security 
Intrusion Detection 
System 

State Estimation 
Artificial 
Intelligence 

Target 

Blockchain Cyber-Physical Systems Support Vector Machines 
Critical 
Infrastructure 

Governance 

Data Models Critical Infrastructure Smart Grid Privacy Anomaly Detection 

Risk Management Anomaly Detection Protocols Malware 
Biological System 
Modeling 

Taxonomy Information Security Neural Networks Cybercrime Privacy 

Support Vector 
Machines 

Authentication Critical Infrastructure Complex Systems Data Breach 

Real-Time Systems Cryptography Training Data Models Internet of Things 

Safety Network Security Network Security Data Mining Decision Making 

Computer Architecture Feature Extraction Botnet Decision Making Malware 
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CONCLUSIONS AND NEXT STEPS
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• We have identified leading technologies, 
institutes and scientists in cyber defense

• Specific analysis was made implanting US 
NIST framework

• Based on our analysis and consultation 
with ArmaSuisse, we selected key 
technologies to conduct future predictions


